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Abstract To optimize the quality of service through a telecommunication network,
we propose an algorithm based on Lagrangian relaxation. The bundle-type dual al-
gorithm is adapted to the present situation, where the dual function is the sum of a
polyhedral function (coming from shortest path problems) and of a smooth function
(coming from the congestion function).
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1 Introduction

1.1 The model

We consider the following problem

min f (y) :=
n∑

j=1

fj (yj )
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s.t. Axk = bk ∈ R
m, k = 1, . . . ,K,

(1.1)
K∑

k=1

xk = y ∈ R
n,

0 ≤ y < c, xk ≥ 0, k = 1, . . . ,K,

where

• A is the node-arc incidence matrix of a graph G = (V ,E) (m nodes, n arcs),
• xk are flow vectors representing K commodities between source nodes sk and sink

nodes tk , k = 1, . . . ,K ,
• bk ∈ R

m are vectors with two nonzero components (corresponding to an origin sk
and destination tk) such that

∑m
i=1 bk

i = 0,
• y is the total link flow vector,
• fj is proportional to the Kleinrock average delay function:

fj (yj ) = yj

cj − yj

if 0 ≤ yj < cj (and +∞ otherwise), (1.2)

• c ∈ R
n is the vector of arc capacities.

Problem (1.1), often called multicommodity flow, occurs in data communication
networks and plays an important role in the optimization of network performances.
We mention here that the delay function may assume other forms than (1.1). Our
approach is significant only when the fj ’s are nonlinear. Another remark which will
be technically useful is that the feasible flows form a bounded set: they cannot exceed
the capacities.

1.2 Numerical solution methods: outline

Various methods have been proposed in the literature to solve the multicommodity
flow problem. Let us cite for example [25, 27], we refer to [22, 24] for a more com-
plete review. These methods can be classified according to three basic paradigms:

(i) Direct methods exploit the problem’s block structure. Most popular is flow de-
viation [8] because of its simplicity; it is a special case of the Frank-Wolfe
method [6], which works on a sequence of linearized problems. It has slow con-
vergence and many authors have tried to improve it.

(ii) Other classical mathematical programming algorithms (Newton, conjugate gra-
dient) have been adapted to the structure of (1.1); see [2] for example.

(iii) Some proposals adopt a dual point of view: Lagrangian relaxation is applied
to the constraints linking x and y. This results in a concave dual function to
be maximized, which can be done by a suitable algorithm such as proximal,
ACCPM, subgradient, . . . . This approach was originally proposed in [7], see
also [16] for a recent study.

Judged from a nonlinear optimization point of view, methods of type (i) suffer se-
rious convergence deficiencies. We illustrate them on Fig. 1, which assumes K = 1



A bundle-type algorithm for routing

Fig. 1 Instability of Frank-Wolfe

for simplicity (then y = x). The left part of the picture displays the polyhedron
{Ax = b, x ≥ 0}, as well as the level set f (x) = f (xS) passing through the current
iterate xS , supposedly close to optimality. The essential idea of flow deviation is to
linearize f at xS , so that (1.1) becomes a linear program (let us neglect the difficulty
coming from the constraint x < c). Now the right part of Fig. 1 shows that the so-
lution of this LP may jump from one extreme point to another, called P and P ′ on
the picture, if xS moves to x′S ; and P ′ may be far from P , even if xS and x′S are
close together. The effect of this instability on the convergence is disastrous, as is
demonstrated in [28]: if f̄ is the optimal value, we typically have f (xS) − f̄ � 1/S.

Approximating each fj to first order is thus not accurate enough, and this moti-
vates methods of type (ii), based on second-order approximations.

As for methods of type (iii), their motivation is the decomposable structure
of (1.1). The resulting solution algorithm is made of two parts. One (minimizing
the Lagrangian) treats each flow separately; the other (maximizing the Lagrangian
dual) has a complexity depending only on the number n of arcs in the network. Now
the aim of the present work is to introduce in this second part the second-order ap-
proximation that flow deviation is lacking. A similar idea was given quite recently
by [1]; maximizing the dual by the ACCPM algorithm was then tremendously im-
proved, both in terms of power (solving problems with n and m up to 105 and K up
to 106) and of speed (CPU times divided by hundreds).

1.3 The proposed algorithm

The crucial ingredient for the methods of class (iii) is the algorithm maximizing the
dual function. Here we do for bundle what [1] does for ACCPM, in a manner which
can be explained as follows.

A standard approach to maximize a concave function—call it θ(u)—is cutting
planes [3, 12], in which θ is iteratively approximated by richer and richer polyhe-
dral functions θ̂ . These θ̂ are successively maximized; but this results in instabili-
ties. A possible stabilization mechanism (the proximal bundle idea) appends to θ̂ a
quadratic term centered at some “favored” iterate û (essentially the best current iter-
ate).

Here, θ contains a well-isolated smooth component: θ = Φ +Π , where Φ is (con-
cave and) twice differentiable, while Π is indeed polyhedral. We therefore use cut-
ting planes to approximate Π only; stabilization is obtained thanks to the quadratic
approximation of Φ at û: a definitely natural quadratic term.
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This approach can also be explained with no reference to the proximal paradigm.
Maximizing a function θ(u) requires a model of θ , valid around the current iterate û.
Here, each component of θ has a natural model:

– the second-order quadratic approximation is best suited for the smooth function Φ ,
as in Newton’s method;

– the cutting-plane approximation is natural for the polyhedral function Π , as in
Kelley’s method.

Our approach thus appears as quite natural, as it totally eliminates the need for a
(somewhat artificial) proximal stabilization. By contrast, [1] keeps intact the (just as
artificial) interior-point stabilization.

The paper is organized as follows. We propose in Sect. 2 a (classical) Lagrangian
relaxation of (1.1) and in Sect. 3 our model of the dual function θ ; it uses a second-
order oracle for Φ and an ordinary first-order oracle for Π . Our adaptation of the
bundling technique to cope with this special model is the subject of Sect. 4, while
Sect. 5 recalls the aggregation mechanism, important for primal recovery. The algo-
rithm is detailed in Sect. 6, its convergence is established in Sect. 7, while Sect. 8
shows how to recover the primal optimal solution from the dual algorithm. Finally,
Sect. 9 gives some numerical results and we conclude in Sect. 10 with a general
discussion of our approach.

2 Lagrangian relaxation

As already mentioned, the material developed in this section goes back to [7]. Asso-
ciating with the coupling constraints

∑
k xk = y the dual variables u ∈ R

n, we define
the Lagrangian

L(x, y,u) =
n∑

j=1

fj (yj ) +
n∑

j=1

uj

(
−yj +

K∑

k=1

xk
j

)

and we apply Lagrangian relaxation, as explained for example in [17]. We minimize
L(·, ·, u) for fixed u; here, this amounts to computing

Φj(uj ) := min
0≤yj <cj

{fj (yj ) − ujyj }, j = 1, . . . , n, (2.1)

Πk(u) := min{u�xk : Axk = bk, xk ≥ 0}, k = 1, . . . ,K (2.2)

(note that Φj = −f ∗
j , where f ∗ is the convex conjugate of the function f ). It will be

convenient for the sequel to use the notation

Φ(u) :=
n∑

j=1

Φj(uj ), Π(u) :=
K∑

k=1

Πk(u).

The dual problem is then to maximize with respect to u the so-called dual function,
namely: solve

max
u∈Rn

θ(u), where θ(u) := Φ(u) + Π(u). (2.3)
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Fig. 2 Conjugating Kleinrock’s
function

In (2.1), the optimal yj is easy to compute (see Fig. 2): we obtain

yj (uj ) =
⎧
⎨

⎩
cj −

√
cj

uj
if uj ≥ 1

cj
,

0 otherwise,
(2.4)

so that Φj has the expression

Φj(uj ) =
{−(

√
cjuj − 1)2 if uj ≥ 1

cj
,

0 otherwise.
(2.5)

On the other hand, computing Π from (2.2) amounts to solving K independent
shortest path problems, each of which being posed between sk and tk and having arc
lengths uj . The next simple result says that this computation has to be done with
positive arc lengths only.

Proposition 2.1 Consider the set

U :=
{
u ∈ R

n : uj ≥ 1

cj

, j = 1, . . . , n

}
. (2.6)

For any u /∈ U , there is u′ ∈ U such that θ(u′) ≥ θ(u). As a result, (2.3) is not changed
if the constraint u ∈ U is inserted.

Proof This is Proposition 2 in [7]. �

Thus, to ease the computation of the Πk’s, the constraints uj ≥ 1/cj may be in-
serted into (2.3): this does not prevent the computation of a dual optimal solution and
does not change the optimal dual value.

3 Model of the dual function

Taking advantage of Proposition 2.1, we reformulate (2.3) as

max
u∈U

θ(u) := Φ(u) + Π(u) :=
n∑

j=1

Φj(uj ) +
K∑

k=1

Πk(u). (3.1)

To solve it, we propose a hybrid method working as follows:
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– Each smooth function Φj is approximated by its second-order development, as
in Newton’s method. This development is made at a point—call it û—controlled
according to its (dual) objective value θ(û).

– Each polyhedral function Πk is approximated by cutting planes, as in Kelley’s
method [3, 12].

In a way, the above method can be viewed as a bundle variant [18] (see also [1]), in
which

– the cutting-plane paradigm is applied to a part of the (dual) objective function,
namely Π ,

– stabilization around û is obtained by the Newtonian term u�∇2Φ(û)u, instead of
an artificial ‖u‖2 weighted by a hard-to-tune penalty coefficient.

Since Lagrangian relaxation is column generation, our algorithm can also be viewed
as a Dantzig-Wolfe variant where the masters are suitably stabilized.

At each iteration s, (2.2) is solved with the iterate us ; this provides a shortest
path xk(us), which in turn provides an upper linearization: by definition, Πk(u) ≤
u�xk(us) for all u ∈ R

n. Accumulating these shortest paths, we form at the current
iteration S the K polyhedral functions

Π̂k(u) := min
s=1,...,S

u�xk(us) ≥ Πk(u), for all u ∈ R
n. (3.2)

As for the Φj ’s, note that they have analytic derivatives over the feasible domain:

Φ ′
j (uj ) =

√
cj

uj

− cj , Φ ′′
j (uj ) = −1

2uj

√
cj

uj

if uj >
1

cj

(3.3)

and that −Φ ′
j (uj ) = yj (uj ) is the optimal yj of (2.4).

In addition to the Π̂k’s, suppose also that a stability center û ∈ U is available at
the current iteration. Analogously to Πk , each Φj will be replaced by its quadratic
approximation near û:

Φ̃j (uj ) := Φj(ûj ) − yj (ûj )(uj − ûj ) + 1

2
Mj(uj − ûj )

2 [� Φj(uj )], (3.4)

where yj (ûj ) = −Φ ′
j (ûj ) is given by (2.4) and Mj := Φ ′′

j (ûj ) by (3.3).
We will use the notation

Φ̃(u) :=
n∑

j=1

Φ̃j (uj ), Π̂(u) :=
K∑

k=1

Π̂k(u), θ̂(u) := Φ̃(u) + Π̂(u)

and the essential part of an iteration will be to maximize θ̂ , which can be viewed as
a model of the true dual function θ in (3.1). We also find it convenient to use the
change of variable h = u − û: we solve

max{Φ̃(û + h) + Π̂(û + h) : û + h ≥ 1/c}.
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Introducing additional variables πk (connoting Π̂k), this is the quadratic program-
ming problem

max
h,π

{
Φ̃(û + h) +

K∑

k=1

πk

}

s.t. πk ≤ (û + h)�xk(us), for

{
k = 1, . . . ,K,

s = 1, . . . , S,

hj ≥ 1

cj

− ûj , j = 1, . . . , n.

(3.5)

Note that the somewhat artificial constraint û + h = u ≥ 1/c is useful for a fast
computation of Πk(u) in (2.2); but it is even more useful for the dual algorithm:
from (2.5), Φ ′′

j (uj ) = 0 if uj < 1/cj . If such a u is a û, then Φ̃j will degenerate

and (3.5) will perhaps be unbounded from above.1

Proposition 3.1 Problem (3.5) has a unique optimal solution (ĥ, π̂), with π̂ k =
Π̂k(û + ĥ).

Proof From standard convex analysis, each function Π̂k is concave; and each Φ̃j is
a strictly concave quadratic function (from (3.3), Mj < 0!): θ̂ has a unique maximum
û+ ĥ, making up the h-part of the optimal solution in (3.5); and each πk has to reach
its maximal value, namely Π̂k(û + ĥ). �

Note to conclude this section that our approach can of course be applied to the
maximization of any concave function θ made up of two parts: a polyhedral one
(given by an oracle) and a smooth one (whose Hessian is at hand). In (3.4), Mj is the
jj th entry of the Hessian (here diagonal) of the smooth part of θ .

4 Ascent steps, null-steps and backtracking

The resolution of (3.5) predicts an increase

δ := θ̂ (û + ĥ) − θ(û) (4.1)

in the dual objective function. Of course, δ ≥ 0 since θ(û) ≤ θ̂ (û) ≤ θ̂ (û + ĥ). Be-
sides, we will see in Proposition 5.3 that δ is an optimality measure of û: it is natural

1This difficulty can be eliminated, though. Observe in (1.1) that the constraint y ≥ 0 is redundant; each fj

of (1.2) can therefore be extended as we like on R− . A convenient extension is

fj (yj ) :=
y2
j

c2
j

+ yj

cj
for yj ≤ 0,

which is C2 and strongly convex; its conjugate enjoys the same properties and the algorithm can work.
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to stop the algorithm if δ is small. So δ is indeed positive unless the algorithm is about
to stop.

Standard bundle compares the actual increase θ(û+ ĥ)− θ(û) to δ; if it is deemed
insufficient, (3.5) is solved again with an enriched model; this is the bundling process.
For reasons that will soon become apparent, this technique needs amendment. In our
variant, the candidate for the next iteration is not the output û + ĥ from (3.5) but
rather u+ := û + t ĥ, for some suitable stepsize t ∈]0,1] and a sufficient increase is
quantified by

[θ(u+) =] θ(û + t ĥ) ≥ θ(û) + κtδ, (4.2)

κ ∈]0,1[ being a fixed tolerance. If (4.2) holds, û can safely be moved to the defi-
nitely better point u+; iteration S is terminated, this is an ascent step in the bundle
terminology. Theorem 7.4 will show that infinitely many such updates do imply con-
vergence of the algorithm.

Now assume (4.2) does not hold. Because θ̂ is concave,

θ̂ (u+) ≥ (1 − t)θ̂ (û) + t θ̂ (û + ĥ)

≥ (1 − t)θ(û) + t θ̂ (û + ĥ)

= θ(û) + tδ.

Failure of (4.2) therefore implies θ̂ (u+) > θ(u+) + (1 − κ)tδ; this means that θ̂ ap-
proximates θ badly. Then we have to decide which of the approximations Φ̃ and Π̂

needs improvement.
Improvement of Π̂ is done by the bundling process, which appends in the de-

finition of Π̂ the new data coming from the oracle (2.2), called at û + t ĥ. How-
ever, bundling will be of no avail if (ĥ, π̂) is still feasible in the next QP (3.5)—see
Lemma 7.5 below. To avoid an infinite loop, a sufficient improvement must be re-
quired on the next Π̂ ; this is the whole business of a bundle method. We quantify the
required improvement as

Π(û + t ĥ) ≤ Π(û) + t[Π̂(û + ĥ) − Π(û)] − κ ′tδ, (4.3)

κ ′ ∈ ]0, κ] being another positive tolerance (on Fig. 3, (4.3) holds when Π(u+) lies
under the point marked A). By concavity of Π̂ , this implies that Π(u+) is “sub-
stantially” smaller than Π̂(u+); and note that the next Π̂ is going to have the value

Fig. 3 The new linearization is
“substantially” smaller than Π̂

at u+
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Π(u+) at u+. If (4.3) holds, û is kept as it is; again iteration S is terminated, this is
a null-step.

When (4.3) does not hold, Π̂(u+) can be considered as a good approximation
of Π(u+); so if (4.2) does not hold, it is Φ̃ that approximates Φ badly. To improve it,
we decrease t , compute the new value of θ and test (4.2), (4.3) again; we will make
sure in Lemma 7.1 below that this backtracking phase cannot go forever.

Let us summarize this section. An iteration of our variant solves (3.5) and tests
u+ = û + t ĥ, with three possible outputs:

– if (4.2) holds, an ascent step is made: û is moved to u+ and the model Π̂ is updated;
– if (4.2) does not hold but (4.3) holds, a null-step is made: û is kept as it is and Π̂

is updated;
– if neither (4.2) nor (4.3) holds, a backtracking is made: t is decreased and the

oracle (2.2) is called at the new u+, which is closer to û.

Standard bundle has no backtracking: it merely uses t = 1 and overlooks (4.3). Actu-
ally, if we had θ = Π and θ̂ = Π̂ , (4.3) could not hold when (4.2) does not hold. In
the present variant, this argument is destroyed by the Φ̃-part of θ̂ .

5 Toward primal recovery: the aggregate linearization

The necessary material to state the dual algorithm is now available. However, remem-
ber that our problem is rather (1.1) than (2.3). To establish the connection between
the two resolutions, we need some more sophisticated material from convex analysis.
First we introduce some notation.

• The normal cone NU(u) is the set of vectors ν ∈ R
n such that (v − u)�ν ≤ 0 for

all v ∈ U ;
• y(û) ∈ R

n will be the vector whose components are yj (ûj ), see (2.4);
• M := ∇2Φ(û) will be the diagonal (negative definite) n × n matrix whose jj th

element is Mj = Φ ′′
j (ûj ) of (3.4);

• the unit simplex of R
S will be 	S := {α ∈ R

S : ∑s αs = 1, α ≥ 0}.
Now we recall some elementary subdifferential calculus. Denote by

∂θ(u) := −∂(−θ)(u) = {g ∈ R
n : θ(v) ≤ θ(u) + (v − u)�g for all v ∈ R

n}

the “superdifferential” of the concave function θ at u.

• The superdifferential of the smooth concave function Φ̃ is its gradient: ∂̃Φ(u) =
−y(û) + M(u − û);

• the superdifferential of Π̂k is the convex hull of the active slopes in (3.2):

∂̂Πk(u) =
{

x̂k =
S∑

s=1

αsxk(us) : α ∈ 	S,αs = 0 if u�xk(us) > Π̂k(u)

}
; (5.1)
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• the superdifferential of θ̂ is the sum of superdifferentials:

∂̂θ(u) = −y(û) + M(u − û) +
K∑

k=1

∂̂Πk(u).

This allows us to describe the solution of (3.5):

Proposition 5.1 The unique optimal solution ĥ of (3.5) is characterized as follows:
for some x̂k ∈ ∂̂Πk(û + ĥ), k = 1, . . . ,K and ν ∈ NU(û + ĥ),

ĥ = M−1ĝ, where ĝ := y(û) − x̂ + ν, x̂ :=
K∑

k=1

x̂k ∈ ∂̂Π(û + ĥ). (5.2)

Proof Watching for various changes of sign, apply the optimality condition [11, The-
orem VII.1.1.1(iii)]: there is some supergradient in ∂̂θ(û + ĥ) lying in NU(û + ĥ). In
view of the above-mentioned calculus rules, this writes

−y(û) + Mĥ +
K∑

k=1

x̂k = ν,

which is just (5.2). �

With the particular form of U , the property ν ∈ NU(û + ĥ) means that ν ≤ 0 is in
complementarity with û + ĥ − 1/c ≥ 0.

Note that each x̂k is a convex combination as described in (5.1). To make up x̂,
one needs K sets of convex multipliers αk ∈ 	S , which indeed are the KKT multipli-
ers (not necessarily unique) associated with the constraint involving πk in (3.5); any
reasonable QP solver computes them, in addition to the optimal (ĥ, π̂). In the next
statement, this remark could also be used for an alternative proof, based on comple-
mentarity slackness:

Lemma 5.2 With the notation of Proposition 5.1, Π̂k(u) ≤ u�x̂k for all u ∈ R
n.

Equality holds for u = û + ĥ. In particular, Π̂(û + ĥ) = (û + ĥ)�x̂.

Proof Apply (5.1) with u = û+ ĥ: x̂k = ∑
s αsxk(us) for some α ∈ 	S . The required

inequality is therefore clear from the definition (3.2) of Π̂k . Besides, this convex
combination involves only indices s such that (û + ĥ)�xk(s) = Π̂k(û + ĥ), so the
stated equality holds as well; and the last statement follows by summation over k. �

The whole business of dual convergence will be to drive δ to 0, and this has inter-
esting consequences:

Proposition 5.3 With the notation of Proposition 5.1, δ = δh + δx + δν , where

δh := −1

2
ĥ�Mĥ ≥ 0, δx := û�x̂ − Π(û) ≥ 0, δν := ĥ�ν ≥ 0. (5.3)
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Besides, for all u ∈ U ,

θ(u) ≤ θ(û) + δx + δν − (u − û)�ĝ. (5.4)

Proof Write the definition (4.1) of δ, using (3.4) and Lemma 5.2:

δ = Φ(û) − ĥ�y(û) + 1

2
ĥ�Mĥ + (û + ĥ)�x̂ − Φ(û) − Π(û)

= 1

2
ĥ�Mĥ + [û�x̂ − Π(û)] − ĥ�(y(û) − x̂)

and (5.3) follows because y(û) − x̂ = Mĥ − ν from (5.2).
Then remember from (3.3) that M is negative semi-definite: δh ≥ 0. The property

δx ≥ 0 comes from Lemma 5.2; and δν = (û + ĥ − û)�ν is nonnegative because
ν ∈ NU(û + ĥ).

Now take an arbitrary u ∈ U . Using feasibility of x̂k in (2.2), concavity of Φ and
definition of normal cones,

Π(u) ≤ u�x̂ = û�x̂ + (u − û)�x̂,

Φ(u) ≤ Φ(û) − (u − û)�y(û),

0 ≤ (û + ĥ − u)�ν = (û − u)�ν + ĥ�ν.

Summing up and disclosing appropriate δ-values:

θ(u) ≤ Π(û) + δx + Φ(û) + (u − û)�(−ĝ) + δν,

which is just (5.4). �

Thus, when δ is small, δh, δx and δν are small. If M behaves itself, ‖ĝ‖ is also
small and (5.4) shows that û is approximately optimal in (3.1).

6 The algorithm

We are now in a position to state the algorithm. Knowing the expression of the Klein-
rock function, it works with the help of the “oracle” solving (2.2) for given u ≥ 1/c.
It uses the improvement parameters κ and κ ′ satisfying 0 < κ ′ ≤ κ < 1, and the stop-
ping tolerance δ ≥ 0. The starting point u1 ∈ U is given, as well as the initial shortest
paths xk(u1) forming the initial bundle, and the initial quadratic model Φ̃ .

Algorithm 6.1 (Combined Newton-cutting-plane algorithm (Ncp)) Initialize S = 1,
û = û1 = u1.
STEP 1 (Trial point finding). Find ĥ, x̂ = x̂S and ĝ = ĝS as described by Proposi-

tion 5.1. Compute δ = δS by (4.1)
STEP 2 (Stopping test). If δS ≤ δ stop, returning û and x̂.
STEP 3 (Line-search). Set t = 1.
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STEP 3.1 (Oracle call). Set u+ := û + t ĥ. Compute xk(u+) from (2.2) and the
resulting values Π(u+), θ(u+).

STEP 3.2 (Ascent test). If (4.2) holds, set ûS+1 = u+; update the quadratic ap-
proximation Φ̃ .

Go to Step 4.
STEP 3.3 (Null-test). If (4.3) holds, set ûS+1 = ûS .

Go to Step 4.
STEP 3.4 (Interpolation). Select a new t “well inside” the segment ]0, t[, say in

[0.01t, 0.99t].
Go to Step 3.1.

STEP 4 (Bundle updating and loop). For k = 1, . . . ,K , append xk(u+) obtained in
Step 3.1 to the bundle. Increase S by 1 and go to Step 1.

In Step 3.4, the simplest is to divide t by 2. More sophisticated interpolation for-
mulae can be designed, in the spirit of cubic fitting in NLP. They must however be
safeguarded, so as to satisfy the “well inside” property.

Remark 6.2 (Sum of max vs. max of sum) Our approximation of Π uses K indi-
vidual approximations Π̂k of (3.2). Traditional bundle methods actually ignore the
summation property Π = ∑

k Πk : they use just one supergradient, say ξ s ∈ ∂Π(us)

for each us , corresponding to the compound linearization u�ξ s of Π(u). Here, ξ s is
of course the sum of the shortest paths xk(us).

Storing S linearizations needs Sn elements (as opposed to the KSn elements
needed here). Besides, the Sth compound quadratic problem (3.5) simplifies to

max
u,π

{Φ̃(u) + π}

s.t. π ≤ u�
K∑

k=1

xk(us), for s = 1, . . . , S,

uj ≥ 1

cj

, j = 1, . . . , n,

which has just S linking constraints.
Even with the above simplification, Algorithm 6.1 needs potentially infinite mem-

ory. However, traditional bundle methods make use of the aggregate linearization x̂

revealed by Proposition 5.1: a “minimal” variant would approximate Π at iteration
S + 1 by a polyhedral function made up of two pieces only, namely

min{u�x̂S, u�ξS+1}.

Needless to say, these simplifications correspond to less accurate descriptions of Π ,
and are therefore paid by dual iterates u+ of probably lesser quality.
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7 Dual convergence

In this section, we pretend that δ = 0 in Algorithm 6.1. Then we prove that
lim inf δS = 0; this implies that the algorithm will eventually stop if δ > 0. We use
the terminology introduced in Sect. 5. First we make sure that each backtracking
phase terminates.

Lemma 7.1 Assume κ + κ ′ ≤ 1; let −L ≤ −
 < 0 be lower and upper bounds on
the eigenvalues of M over the segment [û, û + ĥ]. Then (4.2) or (4.3) holds (or both)
whenever t ≤ 
/L.

Proof Suppose that neither (4.3) nor (4.2) holds. Subtracting and using definitions:

Φ(û + t ĥ) < Φ(û) − t[Π̂(û + ĥ) − Π(û)] + (κ + κ ′)tδ

= Φ(û) + t[Φ̃(û + ĥ) − Φ(û)] + (κ + κ ′ − 1)tδ

≤ Φ(û) + t[Φ̃(û + ĥ) − Φ(û)]

= Φ(û) + t

[
−y(û)�ĥ + 1

2
ĥ�Mĥ

]
.

Apply some mean-value theorem to Φ: for example, denoting by M̃ the Hessian of
Φ at some point between û and û + t ĥ

Φ(û + t ĥ) = Φ(û) − ty(û)�ĥ + t2

2
ĥ�M̃ĥ,

so that

−ty(û)�ĥ + t2

2
ĥ�M̃ĥ < t

[
−y(û)�ĥ + 1

2
ĥ�Mĥ

]
.

Divide by t > 0 and simplify to obtain

−tL‖ĥ‖2 ≤ t ĥ�M̃ĥ < ĥ�Mĥ ≤ −
‖ĥ‖2 < 0. �

Remark 7.2 Thus, Step 3 cannot loop forever: if Step 3.4 produces t+ ≤ 0.99t , say,
exit to Step 4 will occur after at most (log
 − logL)/ log 0.99 cycles.

Another consequence is that t is “not too small” when Step 3 terminates: if t+ ≥
0.01t , say, this termination produces t ≥ 0.01
/L.

Establishing convergence of a bundle method amounts to proving two distinct
results:

– If infinitely many ascent steps are performed, the stability centers û form a maxi-
mizing sequence of θ .

– If the sequence of stability centers stops at some û, then this û maximizes θ (pos-
sibly infinitely many null-steps being needed to prove this property).

These results are proved respectively in the next two sections.
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7.1 Case of infinitely many ascent steps

To simplify our analysis, we will assume here that (1.1) is feasible. This guarantees
the Slater property, which is a key for an appropriate primal-dual behaviour:

Lemma 7.3 If (1.1) has a feasible point, then θ is sup-compact on U : for each z ∈ R,
the set of u ∈ U such that θ(u) ≥ z is (closed and) bounded. As a result, (3.1) has a
unique solution.

Proof Closedness classically follows from upper semi-continuity of a dual function.
Let x̊ and ẙ = ∑

k x̊k make a feasible point. Because each ẙj < cj , we can find ε > 0
and B > 0 such that

for j = 1, . . . , n, ẙj ≤ yj ≤ ẙj + ε 
⇒ fj (yj ) ≤ B.

Take an arbitrary u ∈ U ⊂ R
n+ and set yu := ẙ + ε u

‖u‖ . By definition of the dual
function,

θ(u) ≤ L(x̊, yu,u) = f (yu) + u�
(

−ẙ − ε
u

‖u‖ +
K∑

k=1

x̊k

)
= f (yu) − ε‖u‖;

but 0 ≤ yu
j ≤ẙj + ε for each j (0 ≤ uj ≤ ‖u‖!), hence f (yu) ≤ nB . We have proved

that z ≤ θ(u) implies z ≤ nB − ε‖u‖.
Thus, θ(u) → −∞ when ‖u‖ → +∞ in U . This classically implies that (3.1)

has at least one optimal solution. Finally, this solution is unique because of strict
concavity: Π is concave and (3.3) shows that Φ is strictly concave. �

Sup-compactness classically eliminates the duality gap and allows the characteri-
zation of primal-dual solutions via the superdifferential of the dual function. We will
recover these results in a constructive way, by establishing appropriate convergence
properties of the sequences û and (y(û), x̂) (the latter being established in Sect. 8
below).

Theorem 7.4 Assume that (1.1) has a feasible point and let Algorithm 6.1 generate
an infinite sequence S of ascent steps. Then the subsequences (δs)S , (ĥs)S and (ĝs)S
tend to 0; and the sequence ûs tends to the optimal solution of (3.1).2

Proof The increasing sequence θ(ûs) has a limit, not larger than the optimal value θ̄

of (3.1). From Lemma 7.3, the sequence ûs is bounded; let us show that the sequence
ĥ is bounded.

With the notation of Lemma 5.1, the definition of the normal cone NU(û + ĥ)

gives ν�(û − û − ĥ) ≤ 0, i.e. ν�ĥ ≥ 0. Using (5.2), this can be written

(Mĥ − y(û) + x̂)�ĥ ≥ 0.

2Note that the whole sequence ûs coincides with (ûs )S , since ûs+1 = ûs if s /∈ S .
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Now M is negative definite and (3.3) shows that its largest eigenvalue is bounded
away from 0; say ĥ�Mĥ ≤ −ε‖ĥ‖2. So we can write

−ε‖ĥ‖2 ≥ ĥ�Mĥ ≥ (y(û) − x̂)�ĥ ≥ −‖y(û) − x̂‖‖ĥ‖,
i.e. ‖ĥ‖ ≤ ‖y(û) − x̂‖. Because y(û) and x̂ are both bounded, this shows that ĥ is
bounded.

Then the eigenvalues L > 0 [resp. 
 > 0] of Lemma 7.1 are bounded from above
[resp. away from 0]. Remembering Remark 7.2, t is bounded away from 0: t ≥ t > 0
(say with t = 0.01
/L). Then we have from (4.2)

θ(ûs+1) ≥ θ(ûs) + κtδs if s ∈ S,

θ(ûs+1) = θ(ûs) otherwise

and we obtain by summation
∑

s∈S δs ≤ [θ̄ − θ(u1)]/κt : (δs)S tends to 0. The three
components of δs in (5.3) tend to 0 as well, and this is also true of the subsequences
{ĝs}S and {ĥs}S .

Then take a cluster point of ûs and pass to the limit in (5.4): this cluster point has
to be the unique optimal solution of (3.1). �

Note that, if (1.1) has no feasible point, then θ(û) will typically tend to +∞; δ

has no reason to tend to 0, the stop in Algorithm 6.1 will never occur. To prevent this
situation, it is wise to insert an “emergency stop” when θ(û) is unduly large.

7.2 Case of finitely many ascent steps

First we show that the next QP will modify the present ĥ (remember from Proposi-
tion 3.1 that Π̂(û + ĥ) = π̂ ):

Lemma 7.5 If (4.3) holds, the new linearization x(û + t ĥ) satisfies

(û + ĥ)�x(û + t ĥ) ≤ Π̂(û + ĥ) − κ ′δ. (7.1)

Proof Use simplified notation: set z := (û + ĥ)�x+, with x+ := x(û + t ĥ) = x(u+).
Because x+ ∈ ∂Π(u+), we have by definition Π(û) ≤ Π(u+) − t ĥx+; hence

ĥ�x+ ≤ [Π(u+) − Π(û)]/t , so that

z = Π(u+) + (1 − t)ĥ�x+ ≤ Π(u+) + 1 − t

t
[Π(u+) − Π(û)]

= 1

t
Π(u+) − 1 − t

t
Π(û).

Now use (4.3) to bound Π(u+):

z ≤ 1

t
Π(û) + Π̂(û + ĥ) − Π(û) − κ ′δ − 1 − t

t
Π(û),

which is just (7.1). �
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Fig. 4 The new linearization
passes under Π̂(û + ĥ)

The proof of the next result uses explicitly the fact that all linearizations are stored
in the bundle: to accommodate the bundle compression alluded to at the end of Re-
mark 6.2, a more sophisticated proof would be required, along the lines of [11, The-
orem XV.3.2.4].

Theorem 7.6 Suppose the stability center stops at some iteration S: ûs+1 = ûs for
all s ≥ S. Then δs → 0 and ûS is the optimal solution of (3.1).

Proof The situation is as follows: at all iterations s following S, û = ûS , M and
y(û) are fixed; δ = δs forms a nonincreasing sequence since (3.5) has more and more
constraints; Proposition 5.3 then guarantees that ĥ = ĥs is bounded. It follows that
us+1 = û + t shs is also bounded, as lying in the segment [û, û + ĥs]; hence x(us) ∈
∂Π(us) is bounded ([11, Proposition VI.6.2.2]).

Write (7.1) and the definition (3.2) of Π̂ at the sth iteration: for all s > S and all
r ≤ s,

(û + ĥs)�x(us+1) + κ ′δs ≤ Π̂(û + ĥs) ≤ (û + ĥs)�x(ur),

so that

κ ′δs ≤ (û + ĥs)�[x(ur) − x(us+1)] ≤ B‖x(ur) − x(us+1)‖,
where we have used the Cauchy-Schwarz inequality and B is a bound for ‖û + ĥs‖.
Now assume δs ≥ ε > 0 for all s. Then

‖x(ur) − x(us+1)‖ ≥ κ ′ε
B

for all s > S and all r ≤ s.

In words: around each x(ur), there is a ball of fixed radius κ ′ε/B which cannot
contain any other x; because the x’s are confined in a bounded set, this is impossible.

It follows that the monotone sequence δs tends to 0, pass to the limit in (5.4) to
establish optimality of û. �

8 Primal recovery

It is known that convergence of the dual algorithm has its counterpart concerning the
primal problem. However, we solve here (3.1), while the dual of (1.1) is rather (2.3).
The issue is therefore more delicate, especially when infinitely many ascent steps are
performed; we analyze this case first.
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Theorem 8.1 Make the assumptions of Theorem 7.4. Then:

– The subsequence {y(us)}s∈S tends to the unique y-optimal solution of (1.1);
– for k = 1, . . . ,K , the subsequences {x̂k,s}s∈S are bounded and any of their cluster

points makes up an x-optimal solution of (1.1).

Proof We already know from Theorem 7.4 that {δs}S , {ĥs}S and {ĝs}S tend to 0. We
also know that ûs has a limit ū; therefore y(ûs) → y(ū) and we proceed to prove that
{x̂s}S → y(ū). Note that {ûs + ĥs}S → ū.

Define the set J ∗ := {j = 1, . . . , n : ūj = 1/cj } of artificial constraints that are
active at ū.

– For j /∈ J ∗, ūj > 1/cj so that ûs
j + ĥ

j
j > 1/cj for s ∈ S large enough. The property

νs ∈ NU(ûs + ĥs) therefore implies νs
j = 0, hence x̂s

j = yj (û
s)− ĝs

j tends to yj (ū).
– For j ∈ J ∗, yj (ū) = 0; hence yj (û

s) → 0 and x̂s
j → 0 because, from (5.2),

0 ≤ x̂s
j = yj (û

s) − ĝs
j + νs

j ≤ yj (û
s) − ĝs

j → 0.

Piecing together, we see that

{x̂s − y(ûs)}S → 0. (8.1)

Now write

θ(ûs) = Φ(ûs) + Π(ûs) = f (y(ûs)) − (ûs)�y(ûs) + Π(ûs)

and pass to the limit for u ∈ S :

θ(ū) = f (y(ū)) − ū�y(ū) + Π(ū).

But observe from (8.1) that

−ū�y(ū) + Π(ū) = lim
s∈S

[−(ûs)�x̂s + Π(ûs)] = lim
s∈S

δs
x

where we have used the notation of Proposition 5.3. Since {δs
x}S → 0,

θ(ū) = f (y(ū)). (8.2)

Finally, we know that the subsequences {x̂k,s}S are bounded. Consider a cluster
point: say, with S ′ ⊂ S , {x̂k,s}S ′ → x̄k for k = 1, . . . ,K . The x̄k’s are feasible in (1.1)
and they sum up to y(ū): (x̄, y(ū)) makes a feasible point in (1.1). In view of (8.2),
weak duality tells us that this point is primal optimal. �

The case of finitely many ascent steps is just easier, as ûs reaches its limit ū for
some finite s.

Theorem 8.2 Suppose that the stability center stops at some iteration S. Then the
conclusions of Theorem 8.1 hold, with S replaced by the whole sequence S + 1, . . . .
In fact, ûS is the optimal solution of (3.1).
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Proof Invoke Theorem 7.6: the whole sequences δs , ĥs and ĝs converge to 0. Then
proceed exactly as for Theorem 8.1, with the simplifying property that ûs = ū for all
s > S. �

Note that this result makes no assumption about primal feasibility . . . and yet
proves primal existence! This has an interesting consequence:

Corollary 8.3 Suppose that (1.1) has no feasible point. Then the dual function θ does
not reach its maximum.

Proof Suppose for contradiction that (3.1) has an optimal solution ū. Initialize Algo-
rithm 6.1 with u1 = ū. There can be no descent step and Theorem 8.2 establishes the
existence of an optimal primal solution. �

9 Numerical illustrations

To get a feeling of the numerical merits of our approach, we benchmark it on 16 test-
problems against two implementations of its direct concurrent, namely the standard
bundle method, which we briefly recall now.

If no attention is paid to its smoothness, Φ can be approximated via the lin-
earizations Φ̄s

j (uj ) := Φj(uj )− (uj −us
j )

�yj (u
s
j ), instead of the quadratic functions

Φ̃j (uj ) of (3.4). Then Φ can be approximated just as Π by a polyhedral function (call
it Φ̂) instead of the quadratic function Φ̃ of (3.4); then a bundle method maximizes
the resulting polyhedral approximation Φ̂ + Π̂ of θ , stabilized by a quadratic term
1
2t

‖u − û‖2; t > 0 is a parameter. Standard bundle methods maximize this approxi-
mation, and then manage the stability center û just as in Algorithm 6.1 (except that
no backtracking is necessary).

An implementation in the spirit of the present paper uses the individual approxi-
mations Φj(uj ) ≤ Φ̂j (uj ) := mins Φ̄s

j (uj ), thus replacing (3.5) by

max
h,φ,π

{
n∑

j=1

φj +
K∑

k=1

πk − 1

2tS
‖h‖2

}

s.t. φj ≤ Φ̄s
j (ûj + hj ), j = 1, . . . , n,

πk ≤ (û + h)�xk(us), k = 1, . . . ,K,

}
s = 1, . . . , S,

hj ≥ 1

cj

− ûj , j = 1, . . . , n.

We will refer to this implementation as bfull, as it fully splits the approxima-
tion of θ . Now remember Remark 5: ignoring the summation in Φ , we can also use
the compound (less accurate) polyhedral approximation Φ(u) ≤ mins

∑
j Φ̄s

j (uj ). In
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compensation, the resulting quadratic program simplifies to

max
h,φ,π

{
φ +

K∑

k=1

πk − 1

2tS
‖h‖2

}

s.t. φ ≤
n∑

j=1

Φ̄s
j (ûj + hj ),

πk ≤ (û + h)�xk(us), k = 1, . . . ,K,

⎫
⎪⎪⎬

⎪⎪⎭
s = 1, . . . , S,

hj ≥ 1

cj

− ûj , j = 1, . . . , n.

We also compare our method to this implementation, referred to as bhalf: it uses
only a half of the splitting possibilities in θ .

With Algorithm 6.1 (referred to as Ncp), this makes three solvers, which have been
implemented in C on a bi-processor Intel Xeon (2.4 GHz, 1.5 GB RAM) under Linux
operating system. Both standard bundle variants are home-made implementations of
[14] (in particular for the t-management); Dijkstra’s algorithm is used for the shortest
path problems and the various QP are solved by Cplex 10.0. We use κ = κ ′ = 0.1 in
Algorithm 6.1; the stopping criterion is δ = 10−6 for Ncp and ε = 10−6 for bfull
and bhalf. We group the commodities by source nodes so that each computation of
Π calls at most m times Dijkstra’s algorithm.

The results are summarized in Table 1.

– The first group of 4 columns describes the 16 test problems, ranked by number
K of commodities (recall that the number of dual variables is n). Problems 3, 7,
10 and 13 are the random networks already used in [24]. Problems 1 and 4 are
nso22h and nso148 of [9], well known in the convex optimization community. The
remaining test problems are based on actual networks.

– The next group of columns gives the number of QP solved. This is also the number
of oracle calls for both variants of standard bundle; for Ncp, add the number of
backtracks (given in parenthesis).

– Computing times are in seconds; they are mainly indicative and would probably
change substantially with the use of a specialized QP solver such as [4, 13, 15].

– For each test-problem, Ncp obtains the best θ -value, which is given in the last
column. The previous two columns give the final relative gap obtained by the two
variants of standard bundle.

This table is rather eloquent. In terms of accuracy, all methods are comparable,
except three failures of bhalf; but Ncp is drastically faster. First, it always requires
less iterations. Also, the work per iteration is definitely smaller for bhalf, which
solves a much cheaper quadratic program. Nevertheless, its computing time is over-
whelmed by the two others’, even forgetting the three instances where the stopping
criterion could not be reached.

If comments on the behaviour of Ncp should be ventured, we could observe that
the number of QP resolutions is remarkably and consistently small. This means that
the polyhedral part Π of θ is easily approximated by the polyhedral model Π̂ (only
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Table 2 Comparison of Ncp with PM and ACCPM on four problems

Problem 3 7 10 13

m-n-K 60-280-100 100-600-200 100-800-500 300-2000-1000

Ncp 7 (15) 7 (96) 10 (304) 11 (319)

PM [2] 36 988 92 9949

ACCPM [10] 12 15 13 15

few null-steps are performed). However there are relatively many backtrackings,
which occur in the early iterations, when Newton’s model approximates Φ poorly;
more backtrackings are needed when the number n of arcs is larger. As for CPU, it
is mostly spent by the QP solver; computing Π is marginal in comparison, even for
example in Problem 16, which computes 73 × 2881 shortest paths.

Table 1 allows some rudimentary comparison with other existing methods. In fact,
the projection method [2] and ACCPM [10] were tested in [21] on Problems 3, 7, 10
and 13. Combining the results reported in [21, Table 4] with ours in Table 1 gives
Table 2. Only iteration numbers are recorded: no reliable comparison could be estab-
lished concerning computing times, the machines being so different. Recall that Ncp
has two iteration numbers: one for the QP and one for the oracle. For the other two
methods, these two numbers are equal.

10 Putting the method in perspective

We conclude with a discussion on some general aspects of this work.

(i) Field of applicability. Our method is of course not limited to the Kleinrock delay
function, not even to the format (1.1). We can have for example primal problems of
the type

minf (y) + h(x), Ax − By = d, x ∈ P. (10.1)

Minimizing the Lagrangian

L(x, y,u) = f (y) − u�By + h(x) + u�Ax − d�u

results in a dual function of the type

θ(u) = −f ∗(B�u) + Π(u) − d�u,

where Π(u) := minx∈P h(x) + u�Ax. No particular assumption is needed on P

and h, except that Π(u) must be computable for given u. Besides, polyhedral P

and h are preferred (see (iv) below).
Our approach is relevant whenever f ∗ is twice differentiable. According to [11,

Corollary X.4.2.10], this essentially requires an f which is twice differentiable, with
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a positive definite Hessian. Indeed, the Lagrangian has then a unique minimum y(u)

with respect to y, given by the system of equations

∇f (y) − B�u = 0.

From the implicit function theorem, y(u) is differentiable and our calculations in
Sect. 2 can be reproduced.

More generally, we have here a method to maximize a sum θ(u) = Φ(u) + Π(u)

of two concave functions, where Φ is twice differentiable. Three informations are
needed for each u: a supergradient of Π , as well as the differential elements ∇Φ(u)

and ∇2Φ(u). Note that, if Φ is known only through its gradient, the method can still
work via the approximation of ∇2Φ by a quasi-Newton strategy.

(ii) Other variants. Our algorithm is based on the so-called proximal bundle
method. Since several other forms exist (let us cite level bundle [20], dual bundle
[19], bundle-trust [26], see also [5]), a relevant question is whether they could be
considered as well. The above comments suggest that they are actually less adapted
to the present problem. It does make a lot of sense to approximate Φ [resp. Π ] by
its second-order development Φ̃ [resp. polyhedral Π̂ ], and add these two approxima-
tions to obtain Φ̃ + Π̂ � Φ + Π .

Similarly, line-search is not the only possible strategy for backtracking. An alter-
native is for example the “curved search” of [18], in which u+ solves

max Φ̃(u) + Π̂(u) − 1

2t
‖u − û‖2, u ≥ 1/c. (10.2)

Interpreting 1/2t as a Lagrange multiplier, this is essentially equivalent to the trust-
region technique, familiar in nonlinear programming:

max Φ̃(u) + Π̂(u), ‖u − û‖ ≤ 	, u ≥ 1/c

(see [23] for a review). This approach is motivated by badly conditioned Hessians
∇2Φ: it annihilates the second-order term in Φ̃ when t ↘ 0 in (10.2) (or equivalently
	 ↘ 0). On the other hand, it requires one more resolution of the quadratic master
after each backtrack.

(iii) Convergence theory. Our results of Sect. 7 are limited to a rather particular
situation:

– Compactness automatically holds (Lemma 7.3); the stability centers are bounded,
and this makes life much easier to establish convergence.

– The quadratic term in the master problem (3.5) behaves itself: the 
 and L of
Lemma 7.1 are appropriately bounded, which allows an easy proof of Theorem 7.4.
We do not know if this proof would be preserved with a more nasty Φ .

– Algorithm 6.1 keeps all the answers from the oracle (2.2) to make up Π̂ . Yet, as
alluded to in Remark 6.2, it is standard practice to clean the bundle when necessary,
to spare memory and ease the QP solver; this would kill the proof of Theorem 7.6.
This proof can probably be generalized but still, the work has to be done.
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The smooth aspect of the method also presents some interest, in particular the in-
teraction between bundling and backtracking. In summary, an improved and more
thorough convergence theory deserves study.

(iv) Numerical efficiency. A question then naturally arises: does our variant really
deserve attention? Does it really improve standard implementations of the existing
optimization methods? Table 1 suggests a definite yes but what is the generality of
our experiments?

We believe that the whole issue is whether Π is well approximated by Π̂ , i.e.
whether Π looks like a polyhedral function (with respect to (i) above, so is the case if
P and h of (10.1) are polyhedral, with moderately many corners). Then bundling will
not be crucial, a few pieces in Π̂ will suffice. Newton will take care of approximating
Φ (very efficiently, as is well-known). As a result, convergence will be fast (namely
comparable to Newton). In terms of (1.1), the property Π � Π̂ means that the optimal
flows look like paths: they split only at few nodes, and in only few branches.

In fact, stabilization of a cutting-plane algorithm can be viewed as follows: we do
know that Π̂ overestimates the actual Π , sometimes drastically; the bundle technique
subtracts a (Euclidean) term from Π̂ , hopefully improving the approximation. Here
we subtract nothing. If Π̂ were really a bad approximation of Π , it would perhaps
be a better idea to introduce a stabilizing parameter t > 0 and solve the quadratic
master (10.2).

Note that the role of t is here different from that in (ii): the additional Euclidean
term is here supposed to improve the approximation Π̂ � Π and all possible values
of t > 0 are a priori suitable. In (ii), this Euclidean term was supposed to improve the
approximation Φ̃ � Φ and successive trials with decreasing values of t ∈]0,1] were
natural. As usual with the bundle approach, an appropriate management of t would
be delicate here; especially if it interferes with its backtracking role of (ii).

Our experiments, confirmed by those of [1], suggest that this stabilization is use-
less, at least with the instances that we have tested: they are probably close to mul-
ticommodity shortest path problems, i.e. their optimal flows are close to true paths.
This might be due to the fact that capacities are “comfortable”, in terms of the traffic
they have to accommodate. For stiffer instances, a refinement as suggested in (10.2)
might improve convergence if necessary. This technique might also become useful if
Π̂ is replaced by the compound approximation mentioned in Remark 6.2.

(v) Implementation questions. Needless to say, our numerical experiments in Sect. 9
are only preliminary; their ambition is limited to checking the viability of the method
and the role of the Newton term, as compared with a standard proximal term. More
intensive experiments should in particular involve serious comparisons with com-
petitors such as projection [2] or ACCPM [1, 10], on a set of common test-problems.
To be conclusive, however, these comparisons should involve large instances. The
quadratic master problem (3.5) then becomes large-scale and hard to solve by our
general-purpose CPLEX software: a more refined QP solver is then needed. Natural
alternatives are [4, 13, 15], already mentioned; but the approach given in [2] might
also be considered.

Let us elaborate on this last point. Neglecting for simplicity the constraint u ≥ 1/c,
(3.5) is easy to dualize. As in (2.4), (3.4), call ŷ := (∇f )−1(û) (a primal stabilizer)
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the unique point minimizing f (y)− û�y and form the quadratic approximation of f

around ŷ; say

f̃ (y) := ∇f (ŷ)�(y − ŷ) + 1

2
(y − ŷ)�∇2f (ŷ)(y − ŷ).

Then the dual of the simplified (3.5) consists in minimizing a quadratic function over
a product of simplices, namely

min f̃

(
K∑

k=1

xk

)
, xk ∈ conv{xk(u1), . . . , xk(uS)}, k = 1, . . . ,K.

This problem is very similar to the one considered in [2]; accordingly, it might be
solved by a similar method. Alternatively, we can say that our Newton-cutting plane
method is very similar to that of [2], with a special rule to update the quadratic ap-
proximation (i.e. the primal center ŷ); this rule takes care in particular of the capacity
constraints y < c.

The constraint u ≥ 1/c that we neglected in the above development is really trou-
blesome: (3.5) would be a lot easier to solve if u were free in R

n. This is so true
that [1] developed a whole machinery (using “compound congestion functions”) to
somehow anticipate the really active part of u.

Let us finally say a word about the choice of parameters. Numerical methods
have often some parameters hard to tune, which may perceivably (or critically) in-
fluence convergence; this may have a bad influence on the robustness of the method.
Here there are only two such parameters: κ and κ ′ of Sect. 4 (barring the above-
mentioned t). They play the role of the Armijo-Goldstein parameters in classical
(smooth) optimization, which are known to have marginal influence on convergence.
The same insensitivity should be observed here; indeed, we have not even bothered
to try other values than κ = κ ′ = 0.1, which could be considered as “default” values.

Acknowledgement We are indebted to the referees, whose thorough readings and insightful comments
were decisive to improve an earlier version of this paper.
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